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A considerable number of theoretical and experi-

mental studies on the melt viscoelasticity of branched 

polymers have been reported1)–3). These theoretical 

models accurately predict the viscoelasticity of poly-

mers that have been precisely polymerized and have 

specific molecular shapes. Das et al.4),5) developed a 

simulator called bob-rheology6) based on the viscoe-

lastic theory. This simulator is a computational tool 

that enables the swift prediction of viscoelastic behav-

ior from molecular structures with reduced computa-

tional requirements. van Gurp and Palmen7) proposed 

a method (vGP plot) of using linear viscoelasticity to 

estimate the presence of branched structures. They 

showed that the presence of branched chains can be 

inferred from the relationship between the complex 

modulus |G*|, which is the response of a polymer to an 

external strain, and the phase δ.

With recent advances in artificial intelligence and 

machine learning, the focus in material development 

has increasingly turned toward the active application 

of data science in the field of material development. 

Data science is applied in high-throughput screening 

based on performance prediction as well as in improv-

ing data processing. For example, the structural anal-

ysis of powder crystals, with unknown crystal struc-

tures and similar X-ray diffraction profiles that are not 

registered in the database, is challenging even for 

Introduction

Melt viscoelasticity significantly impacts polymer 

processing, and hence, understanding the relationship 

between molecular structure and viscoelasticity is 

crucial. Viscoelasticity depends on the molecular 

structure, including the chemical species that consti-

tute the polymer, molecular shape, molecular weight, 

and molecular-weight distribution. The difference in 

viscoelasticity due to molecular structure is particu-

larly noticeable between linear and branched chains, 

leading to substantial differences in polymer processa-

bility. For instance, linear low-density polyethylene 

(LLDPE), which has a relatively narrow molecular- 

weight distribution, is less likely to break during high-

speed processing; however, its high melt tension at 

high strain rates imposes a high load on the process-

ing machine. Furthermore, the absence of strain 

hardening during flow results in compromising pro-

cessing stability of film processing. By contrast, the 

viscoelasticity and processability of high-pressure 

low-density polyethylene (LDPE), which has long-chain 

branches, exhibit opposite tendencies to those of 

LLDPE. Therefore, although LLDPE and LDPE pos-

sess the same chemical species, they exhibit substan-

tially different viscoelasticity and processability, which 

are attributable to their distinct molecular structures.
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experienced researchers. Lee et al.8) conducted inverse 

analysis from a measured X-ray diffraction profile by 

combining simulation, evolutionary algorithms, and 

Bayesian optimization; they reported the generation 

of a crystal structure that accurately reproduced the 

X-ray diffraction profile.

In this study, we first provide an overview of simula-

tion techniques and machine learning methods related 

to the viscoelastic properties of polymers. Next, we 

detail the characteristics of our analysis technique, 

which combines simulation and Bayesian optimiza-

tion. Finally, we demonstrate the application of this 

method in the estimation of the primary structure of 

polymers with long-chain branching.

Polymer rheology

1.	 Relaxation of polymer chains
The molecular dynamics of polymer chains are 

described by two fundamental models: the Rouse 

model for nonentangled systems and the tube model 

for entangled systems. The Rouse model is applied to 

describe isolated polymer chains, whereas the tube 

model can be applied to polymer melts with entangle-

ment interactions, where the excluded volume effect 

predominates and hydrodynamic interactions are 

comparatively trivial. Since the molecular weight of 

the sample used in this study is sufficiently higher 

than that between the entanglement points, the tube 

model is applicable. The linear polymer relaxation 

behavior has been established based on the theoreti-

cal framework proposed by de Gennes9) and the tube 

model developed by Doi and Edwards10)–14). The tube 

model stipulates that polymer chains are constrained 

within a surrounding tubular domain, undergoing 

conformational adjustments to applied strain through 

immediate local movements via contraction motions 

on a short timescale and reptation motion on a long 

timescale.

Certain polymers, such as LDPE, feature branched 

chain architecture. Studies suggest that the minimum 

branching chain length (Ma), at which the rheological 

effects of branching are observed, is more than twice 

the molecular weight (Me) between entanglement 

points, with the effects becoming pronounced when 

the length is 5–6 times greater15)–17). It is reported 

that the molecular weight between the entanglement 

points of polymer chains depends on the chemical 

species and is equivalent to that of linear chains, irre-

spective of the branching polymer chains18)–21). The 

relaxation of polymer chains with multiple branch 

points, such as H-branched, pom-pom-branched, and 

comb-branched structures, can be described by a 

combination of hierarchical relaxation1)–3),22)–25) and 

dynamic tube dilation26)–31).

The hierarchical relaxation mechanism for branched 

polymers is illustrated in Fig. 1(a) using a comb-

branched polymer with multiple branched chains of 

different lengths as an example. Initially, the short-

length branched chains relax by retraction into the 

tube surrounding the backbone chain (arm retraction, 

AR). The relaxed branched chains do not intertwine 

with other chains, thus acting as friction points at the 

branch points. AR relaxation occurs sequentially from 

the shortest branched chains, and in the final stage, 

the backbone chain relaxes as if it were a straight 

chain with multiple friction points. This hierarchical 

relaxation model has been refined to take into account 

the short-term relaxation of branched chains2). Subse-

quently, Das et al. proposed the branch-on-branch 

Fig. 1 Conceptualization of algorithm for hierarchical relaxation of a comb-branched polymer
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model, which can be used to analyze multistage branch-

ing4),5) and aligns well with the viscoelastic analysis 

results of comb-branched polymers32). Similar theoreti-

cal models for the dynamics of multibranched chains 

have been successful in replicating experimental 

values3),24),26).

The concept of dynamic tube dilation proposed by 

Marrucci26) is depicted in Fig. 1(b). This process 

involves the progressive relaxation of the polymer 

chain of interest, which is accompanied by relaxation 

of neighboring chains, leading to a decrease in the 

number of entanglement points with surrounding 

chains. Consequently, the confining tube around the 

chain dilates, exhibiting a dynamic tube dilation 

mechanism. Once the branched chains have relaxed, 

the backbone chain behaves as a straight chain, with 

the branched chains acting as friction points, and 

undergoes reptation relaxation in the dilated tube. 

The dynamic tube dilation theory has also been 

extended to branched chains27),33) and polydisperse 

systems30),34), with modifications to account for the 

re-equilibration of the chain tension31).

2.	 Stress relaxation simulation
We conducted stress relaxation simulations to 

investigate the viscoelasticity of branched polymers. 

The longest relaxation time of a polymer is orders of 

magnitude longer than the local motion time of a 

molecular chain; thus, simulations based on all-atom 

models are computationally infeasible owing to the 

extensive computational demand. The motion of the 

entire polymer chain is defined by two parameters: 

entanglement length (tube diameter a and molecular 

weight between entanglement points Me) and relaxa-

tion time or molecular chain friction coefficient ζ.

Even if the chemical species of the polymer chain is 

the same, the primary structure of the chain (e.g., 

straight chain/branched chain) significantly impacts 

the motion of the chain.

The viscoelastic simulator Naples, developed by 

Masubuchi et al., was used for the large deformation 

stress relaxation simulation35). Polyisoprene (PI), 

reported by Kirkwood et al., was used as a reference 

sample36). Kirkwood et al. obtained PI with a narrow 

molecular-weight distribution and long-chain branches 

by precise polymerization using macromonomers 

(PI-C). For comparison, a linear PI (PI-L) with the 

same molecular weight of the backbone chain was 

modeled and used. Table 1 lists the characteristics of 

the sample, including the molecular weight of the 

chain (M), molecular weight of the backbone chain 

(Mb), molecular weight of the branched chain (Da), 

molecular-weight dispersity of the backbone chain 

(Db), molecular-weight dispersity of the branched 

chain (Da), number of branched chains per molecule 

(q), molecular-weight fraction of the backbone chain 

(φb), and molecular-weight fraction of the branched 

chain (φa).

The relaxation modulus G(t,γ) after applying a step 

state deformation to a polymer is defined by Eq. (1):

G(t ,γ) = σ(t)/γ	 (1)

Hear σ is stress, t is time, and γ is strain. Fig. 2 

exhibits the relaxation modulus obtained when a step 

state shear strain γ in the range of 0.5–5 is applied; 

here, τR is the Rouse relaxation time, τk is the charac-

teristic relaxation time, and τd is the longest relaxation 

time. Specifically, τR is associated with the contraction 

relaxation time of the chains oriented and stretched 

by deformation, τk corresponds to the relaxation time 

from Rouse relaxation to reptation relaxation, and τd 

represents the relaxation time for the chain morphol-

ogy to revert to the equilibrium state before the strain 

is applied. Over time, the relaxation modulus of PI-L 

decreases with increasing applied strain. In the linear 

region where γ < 1, the chains are oriented but not 

stretched. Thus, almost no reduction in the number of 

Molecular characteristics of the materials used for the viscoelastic simulationTable 1

PI-L
PI-C
PI-Ma2
PI-Ma3
PI-q8
PI-q12

Code

85,100
132,000
179,000
226,000
173,000
214,000

M

–
85,100
85,100
85,100
85,100
85,100

Mb

–
10,200
20,400
30,600
10,200
10,200

Ma

1.05
1.05
1.05
1.05
1.05
1.05

Db

–
1.05
1.05
1.05
1.05
1.05

Da

0
4.6
4.6
4.6
8.6
12.6

q

1.0
0.64
0.48
0.38
0.49
0.40

φb

0.0
0.36
0.52
0.62
0.51
0.60

φa
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entanglements due to chain contraction is observed, 

and the response remains in the linear region. In the 

nonlinear region, where γ > 1, the stretched chains 

contract due to Rouse relaxation, leading to a decrease 

in the number of entanglements. The number of 

entanglements per chain support ing the stress 

decreases, and consequently, the relaxation modulus 

decreases with increasing applied strain.

The relaxation modulus of PI-C initially decreases 

gradually over time and shows a sharp decrease after 

a certain period, indicating a two-step relaxation 

behavior. The relaxation behavior on the short times-

cale corresponds to the contraction relaxation of the 

branched chains, with τbranch representing the relaxa-

tion time of the branched chains. On a longer times-

cale, the relaxation behavior corresponds to the con-

traction relaxation of the backbone chain, between the 

branch points, and reptation relaxation. Therefore, the 

reduction in the relaxation modulus of PI-C is slower 

than that of PI-L, resulting in a more extended τd. 

Additionally, the extent of the decrease in the modulus 

due to an increased strain is less pronounced in PI-C.

Fig. 3 depicts the relaxation modulus G(t,γ)/G(t,0), 

which is nondimensionalized by the relaxation modu-

lus G(t,0) in the linear region. In the case of PI-L, the 

entire chain contracts and relaxes within approxi-

mately 2τR, and the uneven tension is eliminated. At 

this point, the number of entanglements per chain 

becomes minimal, and the elastic modulus decreases. 

Subsequently, by τk, constraints around the chain 

re-establish their equilibrium length. After τk, repta-

tion relaxation occurs, and the number of entangle-

ments returns to that in the equilibrium state.

The nondimensional elastic modulus at each strain 

remains constant, indicating that reptation is the 

dominant relaxation mechanism. Consequently, the 

number of entanglements per chain decreases, and 

the reduction in the elastic modulus can be attributed 

to the contraction and relaxation of the chain under a 

given large deformation.

For PI-C, the nondimensional elastic modulus exhib-

its a two-stage decrease. The initial stage of stress 

relaxation occurs by τbranch on the short timescale, 

during which the branched chains and terminal chains 

of the backbone chain contract and relax. The propor-

tion of branched chains in the total is low, and the 

backbone chain between the branch points cannot 

move at this stage; therefore, there is only a marginal 

reduction in the elastic modulus. After τbranch, the 

branched chains undergo arm retraction (AR) relaxa-

tion similar to that in star-branched chains, leading to 

the equilibration of chain length and the dilation of the 

tube surrounding the entire chain. The branched 

chains complete their relaxation by τk, after which 

they behave as friction points at the branch points. 

After τk, the backbone chain undergoes reptation 

relaxation in the dilated tube. Therefore, branched 

polymers undergo hierarchical relaxation in the two 

stages, corresponding to the branched chains and 

backbone chain. The total relaxed stress due to the 

relaxation of the branched chains and backbone chain 

of a branched polymer is lower than that of a linear 

chain because the branched chains are shorter and 

have fewer entanglement points compared to linear 

chains. Furthermore, dynamic tube dilation occurs 

prior to the relaxation of the backbone chain, reduc-

ing the number of entanglement points with other 

chains37)–39).

3.	 vGP plot
(1) Theory

vGP plots are useful tools for understanding the 

Fig. 2 Relaxation modulus after large-scale step shear strain

−4 −3 −2 −1 0

log (t/s) log (t/s)

(a) PI-L (b) PI-C

 γ = 0.5

γ = 5

γ = 0.5

γ = 5

2τR τbranch
τk

τd

τk

τd

6

5

4

3

2

lo
g 

(G
(t

, γ
)/

Pa
)

−4 −3 −2 −1 0

6

5

4

3

2

lo
g 

(G
(t

, γ
)/

Pa
)

γ = 0.5
γ = 1
γ = 2
γ = 3
γ = 4
γ = 5

γ = 0.5
γ = 1
γ = 2
γ = 3
γ = 4
γ = 5



5Copyright © 2024 Sumitomo Chemical Co., Ltd.SUMITOMO KAGAKU (English Edition) 2024, Report 4

Estimation of Molecular Structures of Polymers Using Machine Learning

vGP plot can be employed to assess the influence of 

branched chains on viscoelastic properties40)–42).

(2) vGP plot simulation

The viscoelastic simulator bob-rheology6) can cal-

culate the dynamic viscoelasticity and uniaxial exten-

sional viscosity of polymers under low loads and at 

high strain rates using parameters that depend on the 

chemical species and molecular architecture. There 

are no restrictions on molecular shape, molecular 

weight, or molecular-weight distribution, allowing it to 

model any polymer. However, this simulator is limited 

to a single chemical species and exclusively models 

homopolymers.

We investigated the impact of branching structure on 

viscoelasticity using the samples shown in Table 1 and 

conducted viscoelasticity simulations using bob-rheol-

ogy. Samples with different branching chain lengths 

(PI-Mb2, PI-Mb3) and different numbers of branched 

chains (PI-q8, PI-q12) were used for PI-C to confirm 

the effect of molecular shape on viscoelasticity. Fig. 4 

presents the vGP plots for each sample. The vGP plot 

for PI-L, a monodisperse linear chain, displayed a mini-

mum value on the high |G*| side. This corresponds to 

the high-frequency region and represents the pseu-

do-equilibrium elastic modulus GN
0. At the high |G*| 

side, δ ≈0°, reflecting elastic behavior, while lower 

|G*| corresponds to δ approaching 90°, where viscous 

behavior dominates.

Two distinct minimum values were observed in the 

vGP plot of the monodisperse branched chain PI-C. 

The minimum value on the high |G*| side corresponded 

to relaxation of the branched chain. In contrast, the 

minimum value Gδ on the low |G*| side was attributed 

to relaxation of the backbone chain. Consequently, 

whereas a single minimum was observed in the vGP 

viscoelasticity of polymers. Under sinusoidal vibra-

tion, the stress in an elastic body is directly propor-

tional to the strain according to Hooke’s law, resulting 

in a stress in which the phase angle of the stress rela-

tive to the strain is 0°. In contrast, a viscous body fol-

lows Newton’s law; the stress depends on the strain 

rate, which is the time derivative of the strain and has 

a lag phase of π/2 relative to the strain. Therefore, the 

phase of the stress of a viscous body lags behind the 

strain by π/2. In other words, the response phase of an 

elastic body to an external deformation is 0°, and the 

response phase of a viscous body is 90°.

van Gurp and Palmen focused on the difference 

between the responses of an elastic body and a vis-

cous body to an externally applied strain7). The rela-

tionship between the molecular structure and viscoe-

lasticity was discussed from the relationship between 

the complex modulus |G*|, which is the response of 

the material, and the phase δ (vGP plot), with δ and 

|G*| given by the following equations:

δ = tan−1(G”/G’)	 (2)

|G*|= (G’’2 + G’2)1/2	 (3)

Here, G’ is the storage modulus, G’’ is the loss mod-

ulus, and δ is the phase angle of the loss tangent tanδ. 

According to the temperature-time superposition 

principle, the high |G*| side correlates with a short 

timescale or low-temperature condition, indicating an 

elastic polymer response, with δ approaching 0°. Con-

versely, a low |G*| side correlates with a long times-

cale or high-temperature condition, suggesting a vis-

cous polymer response with δ ≈ 90°. Consequently, 

the vGP plot is an index for evaluating the viscoelastic 

response of polymers. Reports have indicated that the 

Fig. 3 Relaxation modulus normalized by the linear relaxation modulus
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plot for linear chains, multiple minima were observed 

for the branched chains.

We examined the impact of the number of branched 

chains q on the vGP plot (PI-C, PI-q8, PI-q12). As the 

number of branched chains increased, the minimum 

value Gδ shifted to the lower |G*| side. This shift may 

be attributed to the fact that the increased number of 

branched chains inhibited the relaxation of the entan-

glements with other chains, causing the minimum 

value to shift to the longer timescale. Additionally, the 

minimum value also shifted to the higher phase angle 

δ, suggesting that the extended relaxation time of the 

branched chains leads to dynamic tube dilation around 

the backbone chain, which consequently manifests as 

viscous behavior.

We then investigated the effect of the branch chain 

length Ma on the vGP plot (PI-C, PI-Ma2, PI-Ma3). As 

the branching chain length increased, the minimum 

value Gδ, which reflects the relaxation of the branched 

chains, shifted to the lower |G*| side. The mechanism 

underlying this shif t might be attributed to the 

increase in the number of branched chains. The mini-

mum value Gδ also shifted significantly to the higher 

δ side compared with the shift due to the increase in 

the number of branched chains. This result was attrib-

uted to the increase in the relaxation time with an 

increase in the branching chain length, which resulted 

in progressive dynamic tube dilation around the back-

bone chain and subsequently viscous behavior at the 

later stage where the backbone chain relaxed.

Analysis technology for analytical data

In the analysis of analytical data, structural features 

are commonly obtained by fitting one-dimensional data, 

such as spectra, with theoretical or phenomenological 

equations using the nonlinear least-squares method. 

Using a theoretical equation, physically meaningful fea-

tures can be obtained and fed back to material design. 

However, because actual products have complex struc-

tures, few cases where materials can be fitted with 

theoretical equations are available. On the other hand, 

with the development of simulation technologies, the 

number of cases where analytical data can be calcu-

lated by simulation has increased. Structural informa-

tion that can be fed back to material design can be 

obtained if analytical data can be fitted by simulation.

When fitting analytical data by simulation, computa-

tional time and convergence to an appropriate solution 

are considered critical parameters. The longer the 

computational time required for a single simulation, 

the longer it takes to converge to the optimal solution. 

Therefore, achieving convergence in fewer iterations 

is essential. In addition, for a complex relationship 

between the input and output values of the simulation, 

the values remain trapped in a local solution and fail to 

converge to an appropriate solution. Compared with 

the nonlinear least-squares method, fitting using vari-

ous optimization methods, such as the reverse Monte 

Carlo method43), genetic algorithms44)–45), and Bayes-

ian optimization8), allows convergence to an optimal 

solution more efficiently.

Bayesian optimization, which can converge to an 

optimal solution in few iterations, has garnered con-

siderable attention in recent years. It predicts the 

objective variable (output variable) from the explana-

tory variable (input variable) using machine learning 

models such as Gaussian process regression, which 

allows simultaneous evaluation of the standard devia-

tion corresponding to the objective variable’s pre-

dicted value. Fig. 5 shows an example of a simple 

case, where the objective variable is minimized when 

both the explanatory variable (x) and objective varia-

ble (y) are one-dimensional. The standard deviation 

around the explanatory variable being tested is small, 

whereas that in the range away from it is large.

Bayesian optimization uses an acquisition function 

rather than a predicted value. The acquisition function 

is expressed using a predicted value and its standard 

deviation, and it is a criterion for selecting the next 

point to be evaluated while considering uncertainty. 

Fig. 5(a) shows that the predicted value is at its mini-

mum near x = 0.7. However, x = 4.0, where the acquisition 

function considering the standard deviation is at its 

maximum, is selected as the next candidate. As shown 

Fig. 4 Relationship between complex modulus 
|G*| and phase angle δ
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in Fig. 5(b), a smaller y value than that in Fig. 5(a) was 

obtained after two additional evaluations. This method 

is less likely to be trapped in a local solution and 

allows efficient convergence to the optimal solution.

Samples and experiments

1.	 Samples
Industrial polyethylene (PE) was used to estimate 

the molecular structure using machine learning. This 

PE was an LDPE (F200-0) polymerized by a high-pres-

sure process with a melt flow rate (MFR) of 2.0 g/10 

min and density of 924 kg/m3. We also used LLDPE 

(PE-A) polymerized by a gas-phase process using a 

metallocene catalyst with an MFR of 0.1 g/10 min and 

a density of 926 kg/m3. Table 2 shows the characteris-

tics of the samples.

2.	 Viscoelasticity
For the dynamic viscoelasticity measurement, first, 

the sample was melted and pressurized at 150 °C using 

a heat press. Then, it was cooled in a cooling press at a 

temperature of 30 °C to create a disk-shaped test piece 

with a thickness of 2 mm and diameter of 25 mm. The 

ARES G2 manufactured by TA Instruments was used 

to measure the dynamic viscoelasticity. The test piece 

was fixed in a parallel plate fixture with a diameter of 

25 mm, and measurements were conducted under a 

nitrogen atmosphere at temperatures of 130–210 °C 

and dynamic strain of 5%. A master curve at 190 °C 

was obtained from the temperature dependence of the 

obtained viscoelasticity.

3.	 Molecular-weight distribution
The molecular-weight distribution was measured by 

gel permeation chromatography (GPC). The sample 

was dissolved in o-dichlorobenzene at 145 °C and 

adjusted to a concentration of 1 mg/mL. The sample 

injection volume was 0.5 mL, and separation was per-

formed using three Tosoh Corp. GMH6-HT columns. 

The column oven temperature and f low rate were  

140 °C and 1 mL/min, respectively, and a differential 

refractometer was used as the detector. The molecular 

chain length was calibrated with standard polystyrene, 

which had a molecular weight of 500–7,000,000 g/mol, 

and the molecular chain length A obtained by GPC 

measurements was multiplied by a Q factor of 17.7 g/

mol∙Å to convert it to a molecular weight M.

Analysis method

We used bob-rheology (ver.2.5) to conduct viscoelas-

ticity simulations. The number of segments between 

the entanglement points at 190 °C was 42, the entan-

glement time was 2.5 × 10–8 s, and the dynamic dilation 

exponent was 1.0. The simulation assumed a three-com-

ponent system, with the low-molecular-weight compo-

nent A being a linear chain, and the medium-molecu-

lar-weight component B and high-molecular-weight 

component C being comb-shaped chains. A log-normal 

distribution was assumed for the molecular-weight 

distribution of the backbone chain and branched 

chains of each component. We used 13 input variables: 

the weight fraction of each component φX, molecular 

weight of the backbone chain MXbb, molecular weight 

of the branched chains MXa and its number of branches 

Fig. 5 Bayesian optimization after 6 (a) and 8 (b) iterations
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Molecular characteristics of F200-0 and 
PE-A

Table 2

F200-0
PE-A

Code

2.0
0.1

MFR
g/10 min

924
926

Density
kg/m3

18,700
16,400

Mn

g/mol

72,200
129,600

Mw

g/mol

3.8
7.9

Mw/Mn
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qX, and molecular weight dispersion DX (where X repre-

sents the name of the component).

Fig. 6 shows the overall algorithm. First, a training 

dataset was generated by sampling various combina-

tions for the 13 variables representing the molecular 

structure. The viscoelasticity and molecular-weight 

distribution for these combinations were then simu-

lated. The error EVE between the experimental and 

simulated values of G’ and G’’ in viscoelasticity was 

calculated. Similarly, the error EMWD in the molecu-

lar-weight distribution was calculated, resulting in a 

dataset where the molecular structure was the explan-

atory variable and EVE and EMWD were the objective 

variables.

The general-purpose programming language Python 

and the multi-objective Bayesian optimization pack-

age MOBOpt46) were used for multi-objective optimi-

zation. The kernel function in Gaussian process regres-

sion was selected from several candidates through 

grid search, and the one with the highest prediction 

accuracy for the objective variable was selected. Sub-

sequently, Bayesian optimization was performed 

using the dataset to estimate the molecular structure 

that minimized the objective variable.

In Bayesian optimization, constraints were set such 

that the sum of the weight fractions of components 

A–C was 1.00±0.01. Simulations were conducted for 

the molecular structures predicted to have small errors, 

and viscoelasticity and molecular-weight distributions 

were obtained. EVE and EMWD were calculated from the 

simulation results and added to the dataset. The opti-

mal solution was searched by repeatedly performing 

Bayesian optimization using the updated dataset.

Results and discussion

1.	 Molecular structure estimation by machine 
learning-1

(1) Comparison with experimental values

Fig. 7 shows the viscoelasticity of the sample obtained 

by this analysis method. The complex viscosity η* was 

calculated by the following equation:

η* = [(G’/ω)2 + (G”/ω)2]1/2	 (4)

Here, ω is the angular frequency. The analytical 

results were in good agreement with the experimental 

data of G’, G’’, and η*. Fig. 8 also represents the vGP 

plot. The experimentally obtained vGP plot showed a 

local minimum value, suggesting the presence of long 

chain branches. This result supports previous stud-

ies39)–41). The analytical values reproduced the experi-

mental data within the measured range, confirming 

quantitative validity. Fig. 9 compares the molecu-

lar-weight distribution obtained from the analysis and 

Fig. 6 Computational algorithm using 
multi-objective Bayesian optimization

Generate/update dataset

Perform multi-objective
Bayesian optimization

Generate input file
for BoB simulation

Simulate viscoelasticity and 
molecular weight distribution

Calculate error between
experiment and simulation

Fig. 7 Viscoelasticity of F200-0 obtained with 
combination of bob-rheology and machine 
learning methods with experimental data
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the values obtained by GPC. The molecular-weight 

distribution Mw/Mn of the sample was 3.8 and was 

unimodal. In this analysis, the number of components 

in the sample was three, and the determined molecu-

lar-weight distribution reproduced the experimental 

values.

(2) Comparison of results obtained by machine learning 

with experimental values

Table 3 presents the molecular structure of viscoe-

lasticity simulated using machine learning based on 

Bayesian optimization. For comparison, the atomic 

force microscopy (AFM) results of Shinohara et al. 

are also shown47).

The molecular components were designated A, B, 

and C from the low-molecular-weight side. The respec-

tive molecular weights of the components were 17,000, 

69,000, and 232,000 g/mol, respectively. The per-chain 

numbers of the branched chains q of the components 

B and C were 4.9 and 7.2, respectively. The predicted 

ratios Aa/Ab of the branching chain length Aa to the 

backbone chain length Ab of the components B and C 

were 0.23 and 0.09, respectively. The weighted average 

q value of the entire molecule based on the ratio of 

Fig. 9 Comparison of molecular weight distribu-
tion between simulated and experimental 
data
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each component was 3.8, and Aa/Ab was 0.11.

For the AFM observation, the F200-0 sample, which 

was the same as that used for machine learning, was 

used. However, after dissolution in a solvent, the 

high-molecular-weight components were separated. 

Consequently, a direct comparison of the molecular 

weight and molecular-weight distribution was not 

possible. Therefore, q and Aa/Ab were compared. The 

average q value derived from machine learning was 

3.8, while the value obtained by AFM observation 

was 3. Additionally, the Aa/Ab value predicted by 

machine learning was 0.11, while the observed result 

was 0.12. The number of specimens for the observed 

result was 1, and thus, a quantitative comparison was 

challenging. Nevertheless, the two results were in 

good agreement.

2.	 Molecular structure estimation by machine 
learning-2

We attempted to estimate the molecular structure 

of PE-A using machine learning with bob-rheology 

and Bayesian optimization. We set the objective varia-

ble as EVE, which was calculated from the accumu-

lated error between the viscoelasticity obtained by 

bob-rheology and the experimental value. Furthermore, 

the accumulated error EMWD between the molecu-

lar-weight distribution obtained by GPC measurement 

and the bob-rheology simulation was used. In the analy-

sis, the number of components in the sample was 

assumed to be 3, with the low-molecular-weight chains 

defined as linear chains, and the medium- and high-mo-

lecular-weight chains defined as branched chains.

In constructing the regression model in machine 

learning, 80% of the total data was used for training, 

while the remaining 20% was used for testing. Fig. 10 

shows the coefficient of determination of the regres-

sion model and test data in optimization. The coeffi-

cients of determination of the training data and test 

Comparison of the molecular structure obtained from the machine learning estimations and AFM imagingTable 3

Mw (g/mol)
Ab (nm)
Aa (nm)
Number of arms
Average number of arms
Aa/Ab

Average Aa/Ab

17,000
94

Simulation
Comp. A

69,000
182
43
4.9
3.8
0.23
0.11

Comp. B
232,000
779
74
7.2

0.09

 

10

0.06

Comp. C
AFM observation43)

Arm 1 Arm 2 Arm 3
275,000
162
18
3
3
0.11
0.12

 

31

0.19
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data for the viscoelasticity error EVE were 0.75 and 

0.22, respectively. The coefficients of determination of 

the training data and test data for the molecu-

lar-weight distribution error EMWD were 0.94 and 0.42, 

respectively. These results indicate that the reliability 

of the regression model using the training data was 

high, but that of the test data was insufficient.

Fig. 11 shows the Pareto solutions obtained by mul-

ti-objective Bayesian optimization. Initially, a model 

was constructed using 80% of the training data, and its 

performance was evaluated based on the coefficient of 

determination. Subsequently, a comprehensive model 

was constructed utilizing the entire data set as train-

ing data. The lower left region in Fig. 11 indicates low 

errors in both objective variables, and an optimal Pareto 

solution is proposed based on this analysis model.

One of the molecular structures obtained by machine 

learning was selected, and its viscoelasticity is shown 

in Fig. 12(a). The Pareto solution with the smallest 

viscoelasticity error was selected. The viscoelasticity 

of the molecular structure obtained by machine learn-

ing was in good agreement with the experimental data 

within the measured range. Fig. 12(b) shows the 

molecular-weight distribution of the molecular struc-

ture obtained by machine learning. Although the 

molecular weight was slightly lower than the experi-

mental value, the overall distribution pattern of the 

molecular-weight distribution was generally consist-

ent. However, no molecular structure was obtained 

that could simultaneously reproduce both the experi-

mental values of viscoelasticity and molecular-weight 

Fig. 10 Predictive machine learning modeling using viscoelasticity and molecular weight distribution
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distribution with high accuracy. The analytically 

obtained molecular-weight distribution differed from 

the experimental value obtained by GPC measure-

ments. This discrepancy may arise because the 

bob-rheology relaxation algorithm, based on the hier-

archical relaxation mechanism and dynamic tube 

dilation, may not perfectly represent the actual relaxa-

tion behavior of polymer chains. Consequently, an 

error occurs in the molecular-weight distribution 

when a molecular structure is searched to accurately 

reproduce viscoelasticity.

Conclusion

A viscoelasticity simulation using the rheology sim-

ulator bob-rheology was combined with Bayesian 

optimization to obtain the viscoelasticity and molecu-

lar architecture of the primary structure of a resin. 

The discrepancies between the simulated and experi-

mental data were quantified. A machine learning anal-

ysis was performed using the molecular structure as 

the explanatory variable and the calculated error as 

the objective variable to estimate the molecular shape.

The results confirmed that polymer chains with 

multiple branched chains undergo relaxation through 

hierarchical relaxation and dynamic tube dilation after 

deformation. In addition, the presence of branched 

chains was confirmed from vGP plots. The molecular 

structure of LDPE predicted by a combination of vis-

coelasticity simulation and machine learning was com-

pared with the observation results of the molecular 

chain. The simulated branched chain structure was 

generally in agreement with the experimental one, 

and one molecular chain had several branched chains. 

The branching chain length was approximately 10% of 

the backbone chain length. For PE-A, which has an 

uncharacterized molecular structure, machine learn-

ing effectively reproduced the experimental values of 

viscoelasticity and molecular-weight distribution. 

Therefore, the validity of the estimated molecular 

structure was quantitatively confirmed. 
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